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The security flaws we are looking for are violations of **secrecy** and **authentication**.
A protocol fulfills secrecy if the attacker has no way to get information about exchanged secrets.

**Figure:** Secrecy is preserved.
A protocol fulfills *authentication* if the participants have consistent views of events.

**Figure:** An example of violated authentication.
Motivation

Protocols are designed on abstract level.

\[ A \xrightarrow{m, \text{hash}(k_{AB}, m)} B \]
Protocols are designed on abstract level. But ultimately it is the code that defines them. Do you think this code is secure?

\[ A \xrightarrow{m, \text{hash}(k_{AB}, m)} B \]

\[
\ldots
\text{msg\_len} = \text{recv}(\text{msg}, \text{MAXLEN}) ;
\text{mac\_len} = \text{recv}(\text{mac}, \text{MAXLEN}) ;
\]

\[ \text{hash}(\text{key}, \text{msg}, \text{msg\_len}, \text{my\_mac}) ; \]

\[ \text{if}(!\text{strcmp}(\text{mac}, \text{my\_mac})) \]
\[ \text{assert}(\text{valid}(\text{msg}, \text{msg\_len})) ; \]

\[ \ldots \]
## Background

There has been great progress in static software analysis, verification of protocol specifications. But so far very little progress in where the two meet.
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What is so high-level about security properties? Why can’t we simply use general-purpose verification tools?

General-purpose tools speak about the local state of the program, but security properties need to refer to

- the state of an unknown attacker,
- the states of the other protocol participants.
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\begin{align*}
\text{msg\_len} &= \text{recv}(\text{msg}, \text{MAXLEN}); & x &= \text{recv}() \\
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& & (\text{mac}, \text{mac\_len}) &\mapsto y \\
\text{if}(!\text{strcmp}(\text{mac}, \text{my\_mac})) & \text{assume}(\text{string}(y) == \text{string}(\text{hash}(k_{AB}, x))) \\
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