The class of cographs is known to have unbounded linear clique-width. We prove that a hereditary class of cographs has bounded linear clique-width if and only if it does not contain all quasi-threshold graphs or their complements. The proof borrows ideas from the enumeration of permutation classes.

1. Introduction

A variety of measures of the complexity of graph classes have been introduced and have proved useful for algorithmic problems \([3–5, 7, 8, 11, 17, 18, 22, 23]\). We are concerned with clique-width, introduced by Courcelle, Engelfriet, and Rozenberg \([6]\), and more pertinently, the linear version of this parameter, due to Lozin and Rautenbach \([20]\), and studied further by Gurski and Wanke \([14]\).

The linear clique-width of a graph \(G\), \(lcw(G)\), is the size of the smallest alphabet \(\Sigma\) such that \(G\) can be constructed by a sequence of the following three operations:

- add a new vertex labeled by a letter in \(\Sigma\),
- add edges between all vertices labeled \(i\) and all vertices labeled \(j\) (for \(i \neq j\)), and
- give all vertices labeled \(i\) the label \(j\).
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Such a sequence of operations is referred to as an lcw expression for $G$. An efficient lcw expression for $G$ is one using precisely $\text{lcw}(G)$ labels. The distinction between linear clique-width and clique-width is that clique-width expressions also allow one to take the disjoint union of two previously constructed graphs (along with their labels, which need not be distinct).

The join of two vertex-disjoint graphs $G$ and $H$, denoted $G \ast H$, is formed from the disjoint union $G \cup H$ by adding all possible edges with one endpoint in $G$ and the other in $H$. In this context, $G$ and $H$ are referred to as the join components of the resulting graph. We consider the following families of graphs in this work. The characterisations we give below can be found in numerous places, such as the book *Graph Classes: A Survey* [2] by Brandstäd, Le, and Spinrad.

- The graph $G$ is a **threshold graph** if, starting with $K_1$, it can be built by repeatedly taking the disjoint union or join of a threshold graph with $K_1$. This class consists of precisely those graphs which avoid $P_4, C_4$, and $2K_2$ as induced subgraphs.

- The graph $G$ is a **quasi-threshold graph** if, starting with $K_1$, it can be built by repeatedly taking the disjoint union of two quasi-threshold graphs, or the join of a quasi-threshold graph with $K_1$. This class consists of precisely those graphs which avoid $P_4$ and $C_4$ as induced subgraphs, and these graphs are also called *trivially perfect*.

- The graph $G$ is a **cograph** if, starting with $K_1$, it can be built by repeatedly taking the disjoint union or join of two cographs. This class consists of precisely those graphs which avoid $P_4$ as an induced subgraph.

Thus, $\text{threshold graphs} \subseteq \text{quasi-threshold graphs} \subseteq \text{cographs}$.

For a class of graphs $\mathcal{C}$, the linear clique-width of $\mathcal{C}$, $\text{lcw}(\mathcal{C})$, is defined as the maximum value of $\text{lcw}(G)$ over all graphs in $\mathcal{C}$, if it exists. The class of cographs is precisely the class of graphs with clique-width at most 2 (see [8]), but Gurski and Wanke [14] showed that it has unbounded linear clique-width. On the other hand, threshold graphs have linear clique-width at most 2. (Gurski [13] showed that a graph has linear clique-width at most 2 if and only if it avoids $P_4, 2K_2$, and $2P_3$.)

These facts are often cited in the literature (e.g., in [15, 16]) to demonstrate that linear clique-width is a significant restriction of clique-width. We sharpen these results by demarcating the precise boundary between subclasses of cographs with bounded and unbounded linear clique-width:

**Theorem 1.1.** A hereditary class of cographs has bounded linear clique-width if and only if it contains neither all quasi-threshold graphs nor the complements of all quasi-threshold graphs.

In other words, Theorem 1.1 shows that the quasi-threshold graphs are a minimal class of unbounded linear clique-width, paralleling Lozin’s constructions of minimal classes of unbounded clique-width [21].

We prove that the class of quasi-threshold graphs has unbounded linear clique-width in the next section. That the class of their complements also has unbounded linear clique-width follows from the following observation, mentioned in Gurski and Wanke [14].

---

1In fact, they showed that cographs have unbounded clique-tree-width, a parameter which lies between clique-width and linear clique-width. It should be noted that the quasi-threshold graphs in fact have clique-tree-width 2.
Proposition 1.2. For every graph $G$ we have $\text{lcw}(G) - 1 \leq \text{lcw}(\overline{G}) \leq \text{lcw}(G) + 1$.

Proposition 1.2 follows from the fact that $\text{lcw}(\overline{G}) \leq \text{lcw}(G) + 1$. One way to establish this is to note that every graph $G$ has an lcw expression with at most $\text{lcw}(G) + 1$ labels in which every vertex is inserted with a particular label reserved for this purpose (which we will call an insertion label), and then immediately connected to all of its neighbors which have already been inserted. Thus by changing these edge operations we can build $\overline{G}$ in the same manner, also with $\text{lcw}(G) + 1$ labels.

Throughout this paper, a set of graphs closed under isomorphism is referred to as a property, and a property which is closed downward under the induced subgraph partial order is called hereditary. As all properties of graphs considered here are hereditary, we use the term class to refer to a hereditary property. We assume that the reader is familiar with basic graph notions and terminology as presented in, for example, Diestel’s text [10].

2. Quasi-Threshold Graphs Have Unbounded Linear Clique-Width

Our proof that the quasi-threshold graphs have unbounded linear clique-width follows from a construction inspired by the work of Gurski and Wanke [14], and requires several preliminary results. The crucial difference between our construction and Gurski and Wanke’s is the notion of a sink-free lcw expression, defined shortly.

First note that we can, without loss of generality, restrict our attention to lcw expressions in which labels can only be introduced by adding a new vertex with that label. We need two further basic observations about lcw expressions. In the following, we say that a label is in use (when constructing a graph from an lcw expression) if, at that point in time, there is a vertex with that label.

Proposition 2.1. In the process of building the graph $G$ via any efficient lcw expression, there is a point in the process when all $\text{lcw}(G)$ labels are in use.

Proof. Suppose that there is some efficient lcw expression where at most $\text{lcw}(G) - 1$ labels are ever in use simultaneously. Among all such lcw expressions for $G$, choose the one in which the last label to be introduced is introduced as late in the expression as possible, and denote this label by $\ell$. We achieve a contradiction by modifying the expression so that the first use of $\ell$ occurs even later. To do this, we follow the lcw expression up until the point when the label $\ell$ is first due to be used. At this point, there must be another label, say $k$, which is not currently in use (by our hypotheses). In the rest of the lcw expression, we swap all occurrences of $\ell$ for $k$, pushing the first use of $\ell$ later in the expression, establishing the desired contradiction.

Proposition 2.2. Fix an efficient lcw expression for the graph $G$ and a label $\ell$ used in this expression. Then there is an lcw expression for $G$ in which the vertices are inserted in the same order and where vertices labeled $\ell$ are never relabeled.

Proof. Suppose that the given lcw expression does not preserve $\ell$, and identify the first instance when vertices labeled $\ell$ are relabeled by some other label $k$. Instead, replace this operation by relabeling vertices labeled $k$ to $\ell$, and then swap all subsequent instances of $\ell$ and $k$. Finally, repeat this process until the desired expression is created.
We say that a label in an lcw expression is a sink label if it is never used to create edges nor ever relabeled. In other words, it is a label that can only be given to vertices whose neighborhoods have been completed. We further say that an lcw expression is sink-free if no label of this expression is a sink label.

Proposition 2.3. Suppose that every efficient lcw expression for the graph \( G \) is sink-free. The graph \( H = G \cup G \) satisfies \( \text{lcw}(H) = \text{lcw}(G) + 1 \) and moreover, \( H \) has an efficient lcw expression with a sink.

Proof. First we prove that \( \text{lcw}(G) + 1 \) is a lower bound on \( \text{lcw}(H) \). Suppose to the contrary that \( H \) has an lcw expression with \( \text{lcw}(G) \) labels. Denote the vertices of the two copies of \( G \) in \( H \) by disjoint sets \( X \) and \( Y \). By symmetry we may assume that the first vertex which is inserted lies in \( X \). Denote this vertex by \( x \) and let \( \ell \) denote the label of \( x \) when it is inserted. By Proposition 2.2, there is an lcw expression for \( H \) using \( \text{lcw}(G) \) labels in which \( x \) is still the first vertex inserted and in which vertices labeled \( \ell \) (specifically, the vertex \( x \)) are never relabeled.

Since the restriction of this lcw expression to \( Y \) induces an lcw expression for \( G \), there is at least one point during the construction where every label is used to label some vertex in \( Y \), by Proposition 2.1. Since \( x \) is labeled \( \ell \) at this point of the construction, however, no edges may ever be added between a vertex of \( Y \) labeled \( \ell \) and any other vertex of \( Y \), as this would also create an edge between \( x \) and a vertex of \( Y \). Therefore, in the restriction of this lcw expression to the vertices of \( Y \), \( \ell \) is a sink label, contradicting our hypotheses.

It is much easier to show that \( \text{lcw}(H) \leq \text{lcw}(G) + 1 \): use any lcw expression of \( G \) with \( \text{lcw}(G) \) labels to create a copy of \( G \), replace all of these labels by a new label, and then repeat the lcw expression of \( G \) to create a disjoint copy of \( G \). Note that the lcw expression we have built for \( H \) has a sink label, namely the new label we introduced. \( \square \)

Proposition 2.4. Suppose that the graph \( G \) is not edgeless and has an efficient lcw expression with a sink. The graph \( H = K_1 \ast (G \cup G) \) satisfies \( \text{lcw}(H) = \text{lcw}(G) \) and moreover, every efficient lcw expression for \( H \) is sink-free.

Proof. First we show that \( \text{lcw}(H) = \text{lcw}(G) \). We have \( \text{lcw}(H) \geq \text{lcw}(G) \) because linear clique-width is hereditary, so we need only show that \( H \) has an lcw expression with \( \text{lcw}(G) \) labels. We follow an efficient lcw expression with sink \( \ell \) to build one copy of \( G \), before relabeling all vertices of this copy with the label \( \ell \). We then follow the same lcw expression to build a disjoint copy of \( G \), and again relabel all vertices with \( \ell \). Since \( G \) has an edge, \( \text{lcw}(G) \geq 2 \), and thus \( G \) has at least one non-\( \ell \) label. Insert a final vertex of this label and add edges between it and every vertex constructed before.

Now suppose for the sake of contradiction that \( H \) has an efficient lcw expression with sink label \( \ell \). Denote the vertices of the two copies of \( G \) in \( H \) by disjoint sets \( X \) and \( Y \) and let \( z \) denote the vertex of \( H \) which is adjacent to all of \( X \cup Y \). Using Proposition 2.1, suppose that when this lcw expression is restricted to \( X \) (resp., \( Y \)), the insertion of the vertex \( x \) (resp., \( y \)) marks the first point at which all labels are in use. By symmetry, we may assume that \( x \) is inserted before \( y \). Thus when \( x \) is inserted, there is a vertex \( x' \in X \) labeled by \( \ell \). Since we assumed that \( \ell \) is a sink label in the expression for \( H \), \( x' \) can never acquire another edge. Therefore \( z \) must have been inserted before \( x' \), and hence also before \( x \). At the point \( x \) is inserted, there is a vertex \( x'' \in X \) with the same label as \( z \). Since \( x'' \) and \( z \) will always now have the same label, and \( x'' \) is inserted before \( y \), it is now impossible to add the edge between \( y \) and \( z \) without adding an edge between \( y \) and \( x'' \), a contradiction. \( \square \)
Although not necessary for our upcoming construction, note that for \( G \) not satisfying the hypotheses of Proposition 2.4, it is still possible to compute the linear clique-width of \( H = K_1 \ast (G \cup G) \). If \( G \) does not have an edge, then \( H = K_1 \ast \overline{K}_n \) for some \( n \), so \( \text{lcw}(H) = 2 \). In the other case, if all efficient \( \text{lcw} \) expressions for \( G \) are sink-free, then Proposition 2.3 shows that \( \text{lcw}(H) \geq \text{lcw}(G \cup G) = \text{lcw}(G) + 1 \). In fact, \( \text{lcw}(H) = \text{lcw}(G) + 1 \), as can be seen by following the \( \text{lcw} \) expression given in the proof of Proposition 2.3 to build \( G \cup G \), then relabeling every vertex with the same label, inserting a new vertex with a different label, and adding all edges between this vertex and the rest of the graph.

We now have the necessary tools to prove one half of Theorem 1.1.

**Corollary 2.5.** The class of quasi-threshold graphs has unbounded linear clique-width.

**Proof.** Set \( G_1 = K_2 \), and for \( k \geq 1 \) define \( G_{k+1} = K_1 \ast ((G_k \cup G_k) \cup (G_k \cup G_k)) \).

Clearly these are all quasi-threshold graphs. By inductively applying Proposition 2.3 to \( G_k \), and then inserting the outcome for \( G_k \cup G_k \) into Proposition 2.4, we conclude that \( \text{lcw}(G_k) = k + 1 \) for all \( k \geq 1 \), proving the result. \( \square \)

In the proof above, note that we took four copies of \( G_k \) to form \( G_{k+1} \) merely for convenience; there may well be a construction to prove Corollary 2.5 which adds fewer vertices at each step.

As already observed, Proposition 1.2 implies that the class of complements of quasi-threshold graphs also has unbounded linear clique-width.

### 3. Structural Notions

Our proof of the other half of Theorem 1.1 requires the notions of the substitution (or modular) decomposition, well-quasi-ordering, and atomicity. Here we briefly review these notions and some other facts required in our proof.

Let \( G \) be a graph on the labeled vertices \( \{1, \ldots, n\} \) and \( (H_1, \ldots, H_n) \) a sequence of graphs. The *inflation* of \( G \) by \( H_1, \ldots, H_n \) is the graph on the disjoint union \( H_1 \cup \cdots \cup H_n \) with additional edges added between all vertices of \( H_i \) and all vertices of \( H_j \) if and only if \( i \) and \( j \) are adjacent in \( G \). We denote this graph by \( G[H_1, \ldots, H_n] \).

Given classes \( \mathcal{C} \) and \( \mathcal{D} \), the inflation of \( \mathcal{C} \) by \( \mathcal{D} \), which we denote \( \mathcal{C}[\mathcal{D}] \), is the set of all inflations \( G[H_1, \ldots, H_n] \) where \( G \) is a labeling of a graph from \( \mathcal{C} \) and \( H_1, \ldots, H_n \in \mathcal{D} \). The relationship between the substitution decomposition and the (not necessarily linear) clique-width parameter was thoroughly studied by Courcelle and Olariu [8], who established that \( \text{cw}(\mathcal{C}[\mathcal{D}]) = \max\{\text{cw}(\mathcal{C}), \text{cw}(\mathcal{D})\} \). For linear clique-width, we observe the following.

**Proposition 3.1.** For classes \( \mathcal{C} \) and \( \mathcal{D} \) of graphs with bounded linear clique-width, \( \text{lcw}(\mathcal{C}[\mathcal{D}]) \leq \text{lcw}(\mathcal{C}) + \text{lcw}(\mathcal{D}) \).

**Proof.** Take any graph \( G \in \mathcal{C} \) with \( n \) vertices labeled by \( \{1, \ldots, n\} \), and any sequence \( (H_1, \ldots, H_n) \) of graphs in \( \mathcal{D} \). We want to find an \( \text{lcw} \) expression for \( G[H_1, \ldots, H_n] \) with at most \( \text{lcw}(G) + \)
max\{lcw(H_i)\} labels. We build this expression by following an efficient lcw expression for G. Whenever this expression instructs us to insert the vertex \( v_i \in G \), we instead use a disjoint set of lcw(H_i) labels to create a copy of \( H_i \). Once this copy of \( H_i \) is completed, we relabel all of its vertices to the label given to \( v_i \) in the lcw expression of G and continue.

Letting \( \mathcal{K} \) denote the class of all edgeless graphs, note that lcw(\( \mathcal{C}[\mathcal{K}] \)) = lcw(\( \mathcal{C} \)); indeed, it is known (see [16]) that graphs of linear clique-width at most 2 are precisely the inflations of threshold graphs by \( \mathcal{K} \) (as mentioned in the introduction, these are also the graphs which avoid \( P_4, 2K_2 \), and \( 2P_3 \)).

A class of finite graphs is said to be well-quasi-ordered (wqo) under the induced subgraph partial order if given any infinite sequence \( G_1, G_2, \ldots \) of graphs in the class, we can find indices \( i < j \) such that \( G_i \) is an induced subgraph of \( G_j \). The folklore (see Kruskal [19]) result below gives several equivalent conditions. In the statement of this result we say that the subclasses of the class \( \mathcal{C} \) satisfy the descending chain condition if every infinite descending chain of subclasses

\[
\mathcal{C} \supseteq \mathcal{D}_1 \supseteq \mathcal{D}_2 \supseteq \cdots
\]

contains a minimum element, that is, in any such sequence there is an index \( i \) such that \( \mathcal{D}_j = \mathcal{D}_i \) for all \( j \geq i \).

**Theorem 3.2 (folklore).** Let \( \mathcal{C} \) be a class of finite graphs. The following are equivalent:

(a) \( \mathcal{C} \) is wqo under the induced subgraph order,

(b) \( \mathcal{C} \) does not contain an infinite antichain,

(c) given any infinite sequence \( G_1, G_2, \ldots \) of graphs of \( \mathcal{C} \), there is an infinite ascending sequence, i.e., a sequence \( G_1, G_2, \ldots \) such that each graph in the sequence is an induced subgraph of the next graph in the subsequence,

(d) the subclasses of \( \mathcal{C} \) satisfy the descending chain condition.

Cographs are known to be wqo (see Damaschke [9]), and we make use of both parts (c) and (d) of Theorem 3.2 in our proof.

Note that there is no general relation between linear clique-width and well-quasi-ordering: in one direction, cographs are wqo but have unbounded linear clique-width, while the set of all cycles forms an infinite antichain in the induced subgraph partial order, but each cycle has linear clique-width at most 4.

Our final concept is atomicity. We say that the class \( \mathcal{C} \) is atomic if it cannot be written as the union of two proper subclasses. This condition is equivalent to the joint embedding property: for every pair of graphs in \( \mathcal{C} \) there is another graph in \( \mathcal{C} \) which contains both. (Fra"issé [12] seems to have been the first to study these notions.) We will need to make use of the combination of atomicity and well-quasi-order via the proposition, which appears to be folklore. As it is relatively unknown, for completeness we give a proof.

**Proposition 3.3.** Every wqo class of graphs is a finite union of atomic classes.

**Proof.** Suppose that \( \mathcal{C} \) is a wqo class. We recursively build a binary tree whose root is labeled by \( \mathcal{C} \). Consider a node labeled by \( \mathcal{D} \). If \( \mathcal{D} = \mathcal{D}_1 \cup \mathcal{D}_2 \) for proper subclasses \( \mathcal{D}_1 \) and \( \mathcal{D}_2 \) then we add
children labeled by $D_1$ and $D_2$ to this node. Otherwise $D$ is atomic and nodes labeled $D$ in the binary tree are leaves. Because $C$ is wqo it does not have an infinite descending chain of subclasses by Theorem 3.2 (d), so this tree contains no infinite paths and thus is finite by König’s Lemma. Its leaves give the desired atomic classes.

4. The Other Half of Theorem 1.1

Having shown that the quasi-threshold graphs have unbounded linear clique-width, this section concerns the proof of the other direction of Theorem 1.1. Our proof, which is inspired by the work of Albert, Atkinson, and Vatter [1] on permutation classes, is by minimal counterexample. Suppose that the statement of Theorem 1.1 was false. Because cographs are wqo, we may appeal to Theorem 3.2 (d) to choose a minimal counterexample, say $C$, which is therefore atomic. We then split the problem into two cases. If $C$ were closed under both disjoint unions and joins then it would contain all cographs, so it is either closed under one of these operations or neither.

Lemma 4.1. Let $C$ be a subclass of cographs that is closed under either disjoint unions or joins. Either $C$ is contained in the inflation of the threshold graphs by a proper subclass $D \subsetneq C$, or $C$ contains all quasi-threshold graphs or all of their complements.

Proof. The proof of this lemma is also by minimal counterexample. Suppose the result were false. We could then appeal to Theorem 3.2 (d) to choose a minimal counterexample, $C$, which must be nonempty. By symmetry we may assume that $C$ is closed under disjoint unions. Let $C_c$ denote the downward closure of the connected graphs in $C$. If $C_c$ is a proper subclass of $C$ then we are done because $C \subseteq \mathcal{K}[C_c]$, where $\mathcal{K}$ denotes the class of edgeless graphs (all of which are threshold graphs).

Thus we may assume that $C_c = C$, i.e., that every graph in $C$ is contained in a connected graph in $C$. In this case, we prove by induction on $|V(G)|$ that every quasi-threshold graph $G$ is contained in $C$. The base case $|V(G)| = 1$ is trivial, as $C$ is nonempty. Now suppose that $|V(G)| \geq 2$. If $G$ is a disjoint union then we are done because $C$ is closed under disjoint unions. Otherwise, $G = H \ast K_1$ for a graph $H$ which lies in $C$ by induction. Again because $C$ is closed under disjoint unions, $H \cup K_1 \in C$, and because $C = C_c$, $H \cup K_1$ is contained as an induced subgraph in a connected graph in $C$. Finally, because every connected cograph is a join, we see that $C$ contains $(H \cup K_1) \ast K_1$, and thus also $G$, as desired.

In the case where $C$ is closed under neither disjoint unions nor joins there is only one possibility, as our next lemma establishes.

Lemma 4.2. Let $C$ be an atomic subclass of cographs. If $C$ is closed under neither disjoint unions nor joins then it is contained in the inflation of the threshold graphs by a proper subclass $D \subsetneq C$.

Proof. Let $C$ be an atomic subclass of cographs which is closed under neither disjoint unions nor joins. For every graph $G \in C$, let $U^+_G$ denote the set

$$U^+_G = \{ H \in C : G \cup H \in C \}$$
of those graphs whose disjoint unions with \( G \) lie in \( \mathcal{C} \). We further define the set
\[
\mathcal{U}^-_G = \{ H \in \mathcal{C} : \text{for every } H' \in \mathcal{C}, \text{if } G \cup H' \in \mathcal{C} \text{ then } H \cup H' \in \mathcal{C} \},
\]
\[
= \{ H \in \mathcal{C} : H \cup H' \in \mathcal{C} \text{ for all } H' \in \mathcal{U}^+_G \}
\]
of all graphs which are “as unionable” as \( G \).

First note that \( \mathcal{U}^+_G \) and \( \mathcal{U}^-_G \) are classes. Moreover, if for some graph \( G \in \mathcal{C} \) we were to have \( \mathcal{U}^+_G = \mathcal{U}^-_G = \mathcal{C} \), then that would mean that for every graph \( H \in \mathcal{U}^-_G \) and every graph \( H' \in \mathcal{U}^+_G \) their disjoint union \( H \cup H' \) lies in \( \mathcal{C} \), contradicting our assumption that \( \mathcal{C} \) is not closed under disjoint unions. Thus for every graph \( G \in \mathcal{C} \), we define the proper subclass
\[
\mathcal{U}_G = \{ \mathcal{U}^+_G \text{ if } \mathcal{U}^+_G \neq \mathcal{C}, \text{ or otherwise (in which case } \mathcal{U}^-_G \neq \mathcal{C} \text{ by the above)} \}.
\]

Observe that passing from \( G \) to \( \mathcal{U}_G \) reverses inclusions: i.e., if \( H \) is an induced subgraph of \( G \) then \( \mathcal{U}^+_G \subseteq \mathcal{U}^+_H \) and \( \mathcal{U}^-_G \subseteq \mathcal{U}^-_H \).

We claim that the number of distinct classes of the form \( \mathcal{U}^-_G \) and \( \mathcal{U}^+_G \) (and thus also of the form \( \mathcal{U}_G \)) is finite. Suppose to the contrary that there are infinitely many distinct classes \( \mathcal{U}^{-}_{G_1}, \mathcal{U}^{-}_{G_2}, \ldots \) (the same argument holds for classes of the form \( \mathcal{U}^{+}_G \)). By Theorem 3.2 (c), the sequence \( G_1, G_2, \ldots \) contains an infinite ascending sequence \( G_1, G_2, \ldots \)
Our observation above then shows that
\[
\mathcal{U}^+_{G_1} \supseteq \mathcal{U}^+_{G_2} \supseteq \cdots .
\]
This, however, contradicts the descending chain condition (Theorem 3.2 (d)). Thus we have established that there are only finitely many distinct classes \( \mathcal{U}_G \), so there is a finite set \( S \subseteq \mathcal{C} \) such that every class \( \mathcal{U}_G \) (with \( G \in \mathcal{C} \)) is of the form \( \mathcal{U}_H \) for some \( H \in S \).

Define
\[
\mathcal{U} = \bigcup_{H \in S} \mathcal{U}_H.
\]
As each \( \mathcal{U}_G \) is a proper subclass of \( \mathcal{C} \) and \( \mathcal{C} \) is atomic, we know that \( \mathcal{U} \) is also a proper subclass of \( \mathcal{C} \). We claim that every disconnected graph in \( \mathcal{C} \) has a connected component contained in \( \mathcal{U} \). To see this, consider a disconnected graph \( A \cup B \in \mathcal{C} \). By definition, \( A \in \mathcal{U}^+_B \) and \( B \in \mathcal{U}^+_A \), so we are done unless both \( \mathcal{U}^+_A \) and \( \mathcal{U}^+_B \) are equal to \( \mathcal{C} \). In this case we see that \( \mathcal{U}_A = \mathcal{U}^-_A \) and the disjoint union of \( B \) with every graph in \( \mathcal{C} \) lies in \( \mathcal{C} \), so \( B \in \mathcal{U}_A \), as desired.

Recall that every cograph is either a disjoint union or a join. Thus by an analogous argument (or by applying the above argument to the complement class \( \overline{\mathcal{C}} \)), we see that there is a proper subclass \( \mathcal{J} \subseteq \mathcal{C} \) such that every connected graph in \( \mathcal{C} \) contains a join component in \( \mathcal{J} \). Moreover, because \( \mathcal{C} \) is atomic, we see that \( \mathcal{U} \cup \mathcal{J} \subseteq \mathcal{C} \).

It is now easy to establish by induction on \( |V(G)| \) that every graph \( G \in \mathcal{C} \) is contained in the inflation of a threshold graph by graphs in \( \mathcal{U} \cup \mathcal{J} \). This fact is clear for \( |V(G)| = 1 \) because \( K_1 \) must be contained in \( \mathcal{U} \cup \mathcal{J} \), and all larger graphs have either a component or a join component in \( \mathcal{U} \cup \mathcal{J} \).

We conclude with a proof of our main theorem.
Proof of Theorem 1.1. Suppose that the theorem was false and choose a minimal counterexample, say $C$, by Theorem 3.2 (d). Note that $C$ is atomic. If $C$ is closed under disjoint unions or joins then Lemma 4.1 implies that $C$ is contained in the inflation of the threshold graphs by a proper subclass $D \subseteq C$ (because we have assumed that $C$ contains neither the class of all quasi-threshold graphs nor their complements). Similarly, if $C$ is closed under neither disjoint unions nor joins then Lemma 4.2 shows that $C$ is contained in the inflation of the threshold graphs by a proper subclass $D \subseteq C$, necessarily of bounded linear clique-width. In either case Proposition 3.1 shows that $\text{lcw}(C) \leq \text{lcw}(D) + 2$, which is finite by our choice of $C$.
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